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Statistics, Statistical Modelling & Data Analytics L|P|C
3 3
Discipline(s) / EAE / OAE Semester Group Sub-group Paper Code
CSE-AI/CSE-AIML/CSE-DS 6 PC PC DA-304T
EAE 6 Al-EAE AI-EAE-2 DA-304T
EAE 6 AIML-EAE AIML-EAE-2 DA-304T
EAE 6 DS-EAE DS-EAE-1 DA-304T
EAE 6 SC-EAE SC-EAE-1 DA-304T
EAE 6 MLDA-EAE MLDA-EAE-1 DA-304T
Marking Scheme:

1. Teachers Continuous Evaluation: 25 marks
2. Term end Theory Examinations: 75 marks

Instructions for paper setter:

1. There should be 9 questions in the term end examinations question paper.

2. The first (1st) question should be compulsory and cover the entire syllabus. This question should be
objective, single line answers or short answer type question of total 15 marks.

3. Apart from question 1 which is compulsory, rest of the paper shall consist of 4 units as per the syllabus.
Every unit shall have two questions covering the corresponding unit of the syllabus. However, the student
shall be asked to attempt only one of the two questions in the unit. Individual questions may contain upto 5
sub-parts / sub-questions. Each Unit shall have a marks weightage of 15.

4. The questions are to be framed keeping in view the learning outcomes of the course / paper. The standard
/ level of the questions to be asked should be at the level of the prescribed textbook.

5. The requirement of (scientific) calculators / log-tables / data — tables may be specified if required.

Course Objectives :

1. To impart basic knowledge about Statistics, visualisation and probability.
2. To impart basic knowledge about how to implement regression analysis and interpret the results.
3. To impart basic knowledge about how to describe classes of open and closed sets of R, concept of
compactness Describe Metric space - Metric in Rn.
4, To impart basic knowledge about how to apply Eigen values, Eigen vectors.
Course Outcomes (CO)
CO 1 | Ability to learn and understand the basic concepts about Statistics, visualisation and probability.
CO 2 | Ability to implement regression analysis and interpret the results. Be able to fit a model to data and
comment on the adequacy of the model
CO 3 | Ability to describe classes of open and closed sets of R, concept of compactness Describe Metric space
- Metric in Rn.
CO 4 | Ability to impart basic knowledge about how to apply Eigen values, Eigen vectors.

Course Outcomes (CO) to Programme Outcomes (PO) mapping (scale 1: low, 2: Medium, 3: High)

POO1 | PO02 | POO3 | PO0O4 | POO5 | POO6 | POO7 | POO8 | PO09 | PO10 | PO11 | PO12
co1 3 3 3 3 3 - - 1 2 - - 3
co2 3 3 3 3 3 - - 1 2 - - 3
co3 3 3 3 3 3 - - 1 2 - - 3
co4 3 3 3 3 3 - - 1 2 - - 3
UNIT-I

Statistics: Introduction & Descriptive Statistics- mean, median, mode, variance, and standard deviation. Data
Visualization, Introduction to Probability Distributions.

Hypothesis testing, Linear Algebra and Population Statistics, Mathematical Methods and Probability Theory,
Sampling Distributions and Statistical Inference, Quantitative analysis.
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UNIT-II

Statistical Modelling: Linear models, regression analysis, analysis of variance, applications in various fields.
Gauss-Markov theorem; geometry of least squares, subspace formulation of linear models, orthogonal
projections; regression models, factorial experiments, analysis of covariance and model formulae; regression
diagnostics, residuals, influence diagnostics, transformations, Box-Cox models, model selection and model
building strategies, logistic regression models; Poisson regression models.

UNIT-lI

Data Analytics: Describe classes of open and closed set. Apply the concept of compactness. Describe Metric
space - Metric in Rn. Use the concept of Cauchy sequence, completeness, compactness and connectedness to
solve the problems.

UNIT -1V

Advanced concepts in Data Analytics: Describe vector space, subspaces, independence of vectors, basis and
dimension. Describe Eigen values, Eigen vectors and related results.

Textbook(s):
1. Apostol T. M. (1974): Mathematical Analysis, Narosa Publishing House, New Delhi.
2. Malik, S.C., Arora, S. (2012): Mathematical Analysis, New Age International, New Delhi

References:
1. Pringle, R.M. and Rayner, A.(1971): Generalized Inverse of Matrices with Application to Statistics, Griffin,
London

2. Peter Bruce, Andrew Bruce (2017), Practical Statistics for Data Scientists Paperback

Applicable from Batch Admitted in Academic Session 2021-22 Onwards Page 1401




